
Research briefing

Physician–
machine 
partnerships 
boost 
diagnostic 
accuracy, but 
bias persists

In a large-scale digital 
experiment on dermatology 
diagnosis, we found that 
specialists and generalists 
achieved diagnostic accuracy of 
38% and 19%, respectively. With 
decision support from a fair deep 
learning system, the diagnostic 
accuracy of physicians improved 
by more than 33%, but the gap in 
accuracy of generalists widened 
across skin tones.

The question

Artificial intelligence (AI) has the potential 
to augment medical diagnosis based on 
patient images. However, physician– 
machine partnerships — the use of AI sys-
tems as decision support for physicians — 
are not guaranteed to be superior to either 
physicians or machines alone in diagnos-
ing disease, as both are susceptible to 
systematic errors, especially for diagnosis 
of under-represented populations1–3. The 
effectiveness of physician–machine part-
nerships depends on the physicians’ ability 
to correctly incorporate or ignore AI sug-
gestions, which further depends on physi-
cian expertise, AI system performance, 
and physician understanding of when an 
AI system is prone to errant suggestions. 
In a store-and-forward teledermatology 
setting, we examined how diagnostic 
decisions made by physician–machine 
partnerships compared with those made 
by physicians alone.

The discovery

We recruited 1,118 physicians, including 
dermatologists, residents, primary care 
physicians and other physicians, and asked 
them to diagnose skin diseases on the basis 
of images displayed on an interactive web-
site (Fig. 1a). In total, we collected 14,261 
differential diagnoses on 364 clinical im-
ages of skin disease. The collection of many 
observations in a controlled setting gave 
us the statistical power to evaluate differ-
ences in diagnostic accuracy across several 
important dimensions: patient skin tone, 
physician expertise, skin disease type, AI 
assistance accuracy, and interface design. 
The AI assistance is based on the training of 
a deep neural network on clinical images of 
skin diseases, and the assistance interface 
asks physicians to either incorporate or 
ignore the suggestion offered by the AI 
system. This integrative experimental 
design is straightforward to replicate and 
promotes commensurability by revealing 
the diagnostic accuracy of physicians un-
der a variety of conditions that can inform 
clinical practice4.

We found that the diagnosis of 
inflammatory-appearing skin disease 
on the basis of a single image and up to 
three free-response answers (instead of 
multiple-choice answers) was challenging 
for specialists and generalists alike but was 
significantly improved with access to AI 
assistance. Leading diagnoses from spe-
cialists and generalists were correct in 27% 
and 13% of observations, respectively, and 
the accuracy of their top three differential 
diagnoses was 38% and 19%, respectively. 

With access to AI assistance and the oppor-
tunity for physicians to swap their leading 
diagnosis with the AI suggestion, physician 
performance increased significantly from 
27% to 36% for specialists and from 13% to 
22% for generalists. When the AI system 
made an incorrect suggestion, we found 
that physician accuracy decreased by  
1.2 percentage points, which was not statis-
tically significant. These results reveal that 
AI assistance has the potential to signifi-
cantly increase the diagnostic accuracy 
of physicians with minimal misdiagnoses. 
However, we found that physicians were 
4 percentage points less accurate on dark 
skin tones than on light skin tones, and 
AI assistance exacerbated the accuracy 
disparities by generalists by 5 percentage 
points, which is statistically significant. 
These results (Fig. 1b) illustrate that 
success in improving overall diagnostic 
accuracy does not necessarily address bias 
in accuracy across skin tones.

The implications

Our results reveal systematic dispari-
ties across skin tones in the diagnostic 
accuracy of skin diseases by physicians. 
Specialists and generalists alike should 
seek additional training in diagnosing 
skin disease in dark skin. Furthermore, 
these results raise several policy ques-
tions for the future of physician–machine 
partnerships, including how accuracy 
gains should be weighed against fairness 
concerns; how clinical practice should 
address the accuracy trade-offs between 
specialists and generalists with AI  
assistance; and how AI systems designed 
for clinical applications should be evalu-
ated (such as on their own performance 
on a traditional holdout set, on how they 
change the performance of physicians on 
a test set, or on something else).

Although this digital experiment resem-
bles a store-and-forward teledermatology 
setting, it does not fully match a clinical 
evaluation in which a physician would have 
access to additional information such as 
adjustments in light and angle of view, as 
well as patient symptoms, clinical history 
and behavioral information.

Future work should consider diagnostic 
accuracy in clinical settings, enable interac-
tions that allow the physician to appropri-
ately calibrate their confidence on particular 
diagnostic suggestions, and examine how 
decision support from AI assistance com-
pares with collective human intelligence.
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Fig. 1 | Experimental design and key results. a, A flowchart of the design underscoring our large-scale 
digital experiment on dermatology diagnosis, in which participants were asked to provide up to three 
differential diagnoses for a particular skin disease on the basis of a single image. b, Top-1 diagnostic accuracy 
of board-certified dermatologists (BCD) and primary care physicians (PCP) with or without (w/o) support 
from the deep learning systems (DLS) across Fitzpatrick skin types (FST). Control DLS and Treatment DLS 
refer to deep learning systems that are 47% and 84% accurate, respectively; the control DLS is trained on 
31,219 images, and the treatment DLS is a ‘Wizard of Oz’ classifier that is included to represent a future, more 
accurate AI system. © 2024, Groh, M. et al., CCBY 4.0.

Expert opinion

“This paper addresses a hotly debated 
issue in medical AI and offers an empirically 
grounded novel contribution to such 
debate. In particular, I praise the authors for 
adopting a practical approach to discussing 

AI bias, which could greatly illuminate not 
only the technical but also the ethical and 
policy discussion of the issue.” Alessandro 
Blasimme, ETH Zürich, Zürich, Switzerland.

Behind the paper

The initial formulation of this research 
question emerged in recognition of the 
promise and perils of AI in real-world 
applications. Given the propensity for 
systematic bias and error in humans and 
AI systems alike, we sought to design 
and conduct an experiment to reveal 
how human–AI collaboration for medical 
diagnosis unfolds in a clinical setting with 
diverse patients. Our research involved 
many moving parts, including building 
a multidisciplinary team with three 
board-certified dermatologists, annotating 

tens of thousands of images, taking a 
tangent to publish multiple papers along 
the way, curating appropriate images, 
developing a website for the digital 
experiment, and recruiting participants5.

The most difficult aspect of the research 
proved to be participant recruitment; 
after years of preparation, we launched 
the digital experiment, but only a small 
number of physicians participated. Then we 
found Sermo — a social media network for 
physicians — which enabled us to recruit 
over 1,000 physician participants. M.G.

From the editor

“As AI-enabled decision support becomes 
increasingly more capable, it will become 
crucial to understand the ways in which such 
decision support will be used by physicians 
and how this type of physician–machine 
partnership will affect diagnostic biases. 
This work presents a large-scale study of 
this topic in the context of skin disease 
diagnosis, involving 389 dermatologists 
and 459 primary care physicians from 39 
countries.” Editorial Team, Nature Medicine.
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